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Abstract—Recent advances in the field of optical microscopy 

have enabled scientists to image complex biological processes 

across a wide range of spatial and temporal resolutions, resulting 

in an exponential increase in optical microscopy data. There is 

now a need for a computing environment that provides accurate, 

high-throughput image analysis, in conjunction with data 

provenance, easily accessible workflow sharing, information 

visualization and analysis. We report the development of 

MiPipeline, an environment that provides the aforementioned 

capabilities. A case study involving human breast cancer 

detection using tissue micro-array image data illustrates the 

capabilities of the environment. An 80 fold reduction in 

computation time was achieved using MiPipeline workflow. 

Index Terms—visual programming, workflow, high 

performance computing, information visualization 

I. INTRODUCTION 

The past few years have witnessed unprecedented 

improvements in optical microscopes particularly in terms of 

spatial resolution and automated generation of high­content 

imaging data, inevitably leading to an explosion in the quantity 

of acquired data (dataset sizes vary, are several TBytes in some 

cases). Concomitantly, there is increasing need for rigorous 

quantification of complex biological interactions often at 

hierarchical scales (tissues, cells, sub­cellular/nuclear, and 

molecular) that is represented in these images. Thus, analysis 

and visualization of large, information­rich bio-image datasets 

is becoming increasingly important and challenging. Since, 

manual processing and interpretation of such datasets is 

impractical and subjective, automatic analysis is essential. 

However, the variations in the implementations of image 

processing algorithms and the adaptation of analysis 

procedures due to differences in samples and/or acquisition 

platforms lead to results that are poorly reproducible.  This 

brings forth with it some urgency for data and process 

provenance.  

To address the analysis needs of large microscopic bio-

image datasets, an ideal comprehensive computational 

environment should provide: access to algorithms and libraries 

from multiple disciplines (image processing, computer vision, 

machine learning, and bio­statistics), data and process 

provenance for accurate tracking of data and analysis 

procedures, a collaborative workflow management so that 

multiple participants can seamlessly contribute to data analysis 

and development of analysis tools, an environment for visual 

programming requiring minimal programming knowledge, 

integration with high performance computing (HPC) clusters, 

and information visualization and analytics. 

Several promising data processing platforms for bio-image 

data have emerged in the past few years that each address a 

subset of these needs.  They include: OME/OMERO [1], 

Farsight Toolkit [2], Cell Profiler[3] and ICY [4] which 

provides access to several algorithms and libraries for analysis 

of microscopic data. From a workflow management standpoint, 

several additional open­source and commercial platforms 

called workflow management systems (WMS) exist, e.g., 

KNIME[5], TAVERNA[6], KEPLER[7], LONI­Pipeline 

environment [8],  PSOM [9],  Galaxy [10] and Pipeline Pilot 

(Accelrys, Inc., San Diego, CA, USA). These platforms 

provide access to algorithms from a wide­array of disciplines 

and can be executed on existing HPCs. Most of them also 

provide visual data processing and reporting.  

The goal of this study was to provide a comprehensive 

computing environment for analysis of biological samples 

imaged with optical microscopy.  The environment, 

“MiPipeline”, is based on the LONI Pipeline [8] for image 

processing and analysis coupled with a new web browser based 

visual analytics. The environment provides: a collaborative 

environment with independence from specific programming 

API (e.g., Java or Python), end­user­friendly visual workflows, 

tight integration with existing HPC resources, data provenance 

and reproducibility through provision of an XML [11] 

backbone that tracks image data and its progress through 

processing and analysis algorithms, rapid transition from 

prototyping to production, availability of Bioformats for 

importing images in formats commonly used in biomicroscopy 

and ImageJ/Fiji for image processing and analysis, preexisting 

pool of multi­disciplinary algorithms included in LONI that 

can be used in creating visual workflows, seamless information 

exploration and analytics via a web interface. The main 

contribution of this work is the development of Matlab based 

tissue analysis modules which were integrated with and are 

available for the first time on the LONI Pipeline server for 

processing optical microscopy tissue datasets,  integration of 

popular microscopic image analysis tools such as ImageJ and 

BioFormats and the development of an integrated information 

visualization framework which uses an XML based data 

backbone developed specifically to organize inherent 

hierarchical data from optical microscopy images. 

II. MIPIPELINE ENVIRONMENT 

Figure 1 illustrates the four components of the MiPipeline 

environment along with their interactions, namely, ‘USER   



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.1. The MiPipeline environment. As novel contributions, MATLAB based 

tissue analysis modules were deployed for the first time on the LONI Pipeline 
(DATA PROCESSING) along with the integrated web-based 

INFORMATION VISUALIZATION component based on an XML based 
data provenance backbone. 

 

INTERACTION’, ‘DATA PROCESSING’, ‘DATA 

STORAGE’ and ‘INFORMATION VISUALIZATION’.  

The first component, ‘USER INTERACTION’ 

includes organizing and transferring images of biological 

samples, software development activities if needed for custom 

applications, setting up the processing pipeline and post-

analysis manual data mining with the interactive information 

visualization component: ‘INFORMATION 

VISUALIZATION’. 

The ‘DATA PROCESSING’ component is based on 

LONI-distributed pipeline server (DPS) and provides a user 

friendly interface (via LONI Pipeline Client) to high 

performance computing resources. This component gets the 

input data either directly from the user (‘STAGING’,Fig.1) or 

from a central file server (‘DATA STORAGE’). On analysis 

completion, results are streamed back to the user 

(‘STAGING’) or saved on the central storage. 

The ‘DATA STORAGE’ is a central data server 

accessible from the user local resources and compute nodes of 

the ‘DATA PROCESSING’ component. A user can directly 

upload (‘DIRECT UPLOAD’ in Fig. 1) their data onto the 

‘DATA STORAGE’ which is subsequently processed by the 

‘DATA PROCESSING’ component. A user can also create an 

XML information backbone, which is subsequently used for 

information visualization and data provenance. 

The ‘INFORMATION VISUALIZATION’ 

component of the MiPipeline environment is web technology 

based and uses the XML backbone to visualize metadata and 

results for exploration and mining purposes.  

A. LONI Pipeline 

The LONI Pipeline tool is well suited for deployment of 

intricate and involved data analysis pipelines and warrant 

minimal maintenance and support overhead. Once a 

module/workflow is deployed on the main server, a user with 

no programming background can easily import their data and  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.2. LONI Pipeline client showing a simple workflow implementing 

ImageJ’s watershed algorithm based image segmentation and XML backbone 

creation. Pre-existing analysis modules are also highlighted in the red box.. 

 

process it using a rich set of pre-existing workflows or their 

own custom made workflows created by  interconnecting the 

available server or local custom-made modules (see figure 2 

for a simple example). Along with a large pool of central server 

based repositories catering for the needs of a wide user base, 

local repositories of custom-made modules, catering to the 

requirements of focused research groups, can both be 

maintained. 

The visual programming environment offered by LONI 

Pipeline client is also conducive for rapid application 

prototyping, deployment and sharing. Once developed, generic 

as well as custom made workflows can not only be easily  

accessed on the server via the LONI pipeline client, but can 

also be shared as .pipe files which are XML documents 

encoding the workflow details.  

LONI Pipeline is a versatile platform where users can 

easily incorporate and interconnect softwares developed in 

disparate languages as modules as long as they can be invoked 

from the command line prompt on the server. For example, a 

single pipeline can incorporate modules developed using R, 

Perl, Java, Python, C, C++, Octave or  Matlab (using Matlab 

Runtime Component). The Pipeline server provides a seamless 

integration of the modules to existing high performance 

computing infrastructure available locally or at the main server.  

The current deployment of MiPipeline ‘DATA 

PROCESSING’ module is hosted on LONI Pipeline Server at 

cranium.loni.usc.edu and provides (guest) access to LONI DPS 

installed on top of Oracle/Sun Grid engine (SGE). The main 

high performance computation (HPC) cluster include a Linux 

(CentOS 6.4, 64­bit) computer cluster with one head node and 

thousands of multicore compute nodes . Further details can be 

found at ‘http://pipeline.loni.usc.edu/’.  

B. MiPipeline Data Provenance 

MiPipeline provides two layers of data provenance. The 

LONI Pipeline tool (‘DATA PROCESSING’) itself provides 

the first layer of module and workflow provenance in the form 

of internal XML [11] files. For additional data provenance in  

  



 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 3. PAGODA XML schema 

 

MiPipeline, we have developed a second layer of 

application specific data provenance in the form of an XML 

information backbone which was specifically designed to 

capture inherently hierarchical data extracted from optical 

microscopy images from biological datasets. Such information 

is not captured in the first provenance layer offered by LONI 

Pipeline. The application specific backbone needs to be created 

by the user depending on the needs of the application. The 

XML is populated with information such as meta-data about 

the biological sample, steps taken in the image processing and 

results. A sample XML schema is displayed in figure 3 which 

illustrates the hierarchical structure of the XML file capturing 

multi-scale information starting at the dataset level and going 

down to the nuclear level.  This information can be seamlessly 

visualized, explored and mined using the MiPipeline 

information visualization component.  

C. MiPipeline Information Visualization 

In the case of large image datasets, it is a challenge for 

users to explore, navigate and extract connections, trends, and 

distributions from the meta-data and experimental output. To 

address this need we have developed a  custom  web­browser-

based flexible  yet  powerful  dynamic  information  

visualization framework.  The goal was to provide 

straightforward high-level overview and interactive filtering 

mechanisms to quickly narrow down on to data points of 

interest. It was built using open source JavaScript visualization 

techniques (d3.js[12]) and NoSQL database (MongoDB 

(http://www.mongodb.org)). The front­end of this framework 

provides a web application for efficient data interaction and 

navigation, which can be accessed using any modern web 

browser. Data visualization was done  with  minimal overhead 

development by integrating  multiple  JavaScript  libraries  

such as   d3.js,  jQuery(http://www.jquery.com), and Bootstrap 

(http://twitter.github.io/bootstrap/). In its most generic version, 

this system can render any XML file as an interactive 

hierarchical tree structure, in lines with the sample XML  

schema displayed in Figure 3, using d3.js functions.  

For visualization and analysis purposes, XML metadata 

files were parsed and stored in MongoDB database in 

JavaScript Object Notation (JSON) format, which was required 

by d3.js for rendering. Because of the hierarchal structure of 

XML metadata, we have chosen tree structure view to render 

the high-level overview. The tree structure view is dynamically 

generated at run time and allows us to generate sub­tree  

Table 1. Modules currently available in MiPipeline environment 

Modules Platform 

LOCI BioFormats 

Java ImageJ Plugins such as 

QuickPALM 

Watershed based 2D nuclear 

segmentation 
Matlab 

FISH foci segmentation 

PAGODA modules 

 

structure created from search results for rendering. In the 

MiPipeline information visualization framework we added 

additional visual exploration and mining capabilities of image 

display, data filtering, feature visualization and searching.  

These are incorporated based on the nature of information to be 

visualized for custom applications. All capabilities can be 

explored at http://mipipeline.ncifcrf.gov/ivaan/.  

D. Microscopy Tool Integration 

We integrated some popular and powerful microscopy tools 

into the MiPipeline environment: LOCI Bio-Formats [13] 

library and ImageJ/Fiji [14]. LOCI Bio-Formats library enables 

reading of metadata as well as image data of more than one 

hundred file types including proprietary microscopy image 

formats. ImageJ/Fiji provides a wide array of microscopy 

image analysis tools that can furthermore be used in a parallel 

computing infrastructure.  Advanced image analysis workflows 

can be created by interconnecting ImageJ tools where each one 

is an ImageJ macro.  The only restriction is that the macro must 

be launched from the command line prompt and therefore must 

be able to execute as a headless, batch mode operation.  The 

integration of such Java based applications is seamless and can 

be easily accomplished by making the appropriate jar files 

available on the Pipeline server. Table 1 shows a list of 

modules that are currently available in the MiPipeline 

environment. 

III. PARALLEL GENOME ORGANIZATION DIAGNOSIS 

SOFTWARE (PAGODA) CASE STUDY 

Recent research has shown that the spatial positioning of 

certain genes within the cell nucleus differs between normal 

and cancerous human breast tissue samples. This preferential 

localization of the genes with respect to the center of the cell 

nuclei can be exploited to detect breast cancer as shown by 

studies involving analysis of both cell culture models [15] and 

human tissue samples [16,19]. This case study builds on the 

aforementioned findings and here its capabilities are extended 

from a research level finding to a sophisticated and practical 

software tool by providing a visual workflow based framework 

for high-throughput data processing and seamless information 

visualization. 

The experimental data used for testing PAGODA 

comprised of 43 human breast specimens (40 breast cancer and 

3 non cancerous breast disease samples). HES5 and FRA2 

DNA sequences were labeled by fluorescence in situ 

hybridization (FISH), imaged and pseudo­colored as red and 

green color channels, respectively [16]. The counter stained 

cell nuclei were imaged and assigned to the blue channel. The 

input to the PAGODA pipeline was approximately 5.1GB 
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(1703 2D RGB images of 1024x1024 pixels, 3 channels and 

8­bits per pixel). A small portion of the TMA data is available 

on cranium.loni.usc.edu (TMA_DEMO) for testing and the 

current PAGODA workflow is configured to demonstrate its 

capabilities on this smaller dataset. 

A. Methods 

The analysis of tissue section images involved: background 

removal, wavelet-based nuclear edge enhancement, automatic 

cell nuclei segmentation, logistic regression based selection of 

accurately-segmented nuclei, detection of FISH labeled gene 

sequences and measurement of the gene locations (FISH 

signals) with respect to the nuclear center. The details of the 

algorithms were reported in [18,19] and individual modules for 

the algorithms are publicly available on cranium.usc.edu LONI 

Pipeline server. The novelty of the approach was in the fact 

that a pattern recognition engine automatically identified a 

subset of accurately segmented cell nuclei for further 

utilization for extraction of biologically significant results. 

Core PAGODA modules were implemented using MATLAB 

2010b [17] making use of functions from commercial 

MATLAB toolboxes: Image Processing and Statistics 

toolboxes. The modules were converted to executables (using 

MATLAB compiler and required MATLAB Component 

Runtime for execution) with appropriate wrappers   (BASH   

scripts)   for accommodating custom input­output 

requirements. The aforementioned image analysis steps were 

offered as MiPipeline PAGODA modules accompanied by 

experimental metadata storage as an extensible markup 

language (XML) file. The adaptation of the MATLAB based 

modules onto the LONI Pipeline infrastructure made the 

application easily scalable and also publicly available without 

requiring a MATLAB license to run the application.  

B. Information Visualization 

Figure 3 shows the XML schema for creating the XML 

information backbone which was used for information 

visualization. The web-based interface provided real-time 

interaction with the experimental meta-data visualized as a 

tree, display of intermediate results and images, feature 

visualization of segmented cell nuclei, data filtering and 

mining capabilities. Sample XMLs can be visualized at 

http://mipipeline.ncifcrf.gov/ivaan/ for exploring additional 

capabilities. 

C. Results 

The validation and accuracy of the segmentation module 

and machine learning modules of PAGODA have been 

reported previously [18,19]. Using MiPipeline PAGODA, the 

data was compared to a manually pooled benchmark dataset 

using Kolmogorov-Smirnov (KS) test with a 1% level of 

significance. For datasets where sufficient number of nuclei 

(>=75 which was shown to provide statistically significant 

results [16]) were identified, the centrality measure of HES5 

and FRA2 were able to correctly predict the patient tissue type 

(whether cancer or normal) correctly in 86.8% and 92.1% 

cases. However, it should be noted that due to the low number 

of non-cancerous breast disease tissue samples, the mentioned 

accuracy parameters reflect the sensitivity of the study and fail 

to measure the specificity of the test. 

On average, the processing time for each image from a 

patient sample was approximately 7­8 mins and the entire 

analysis was completed in ~2 hours on the USC­LONI’s 

Cranium cluster, resulting in a 80­fold speedup compared to 

the sequential version of the code. The speedup was sublinear, 

since not all the modules and operations in PAGODA 

processing were parallelized. The analysis of the input data 

using MiPipeline PAGODA, resulted in a raw output 

occupying ~35 GB in disk space, including redundant 

intermediate files from each module in the workflow. The 

XML information backbone file generated from the full 

analysis was, however, only 32 MB and had appropriate 

network locations for intermediate results on the network file 

server. 

IV. CONCLUSIONS AND FUTURE WORK 

We report the development of a visual programming based 

high throughput analysis and integrated information 

visualization environment called MiPipeline for handling large 

microscopy image datasets. The central idea behind the 

development of MiPipeline was to provide user friendly access 

to specialized high performance computing infrastructure via 

the LONI Pipeline client requiring minimal programming 

knowledge along with an integrated information visualization 

platform. MiPipeline has provisions for a comprehensive 

process and data provenance via XML backbones that are 

further utilized for information visualization. The web-based 

MiPipeline information visualization module utilized javascript 

based libraries to visualize meta data and experimental results. 

A number of tools which are very useful in handling 

microscopy based datasets such as LOCI- Bioformats and 

ImageJ have been ported to the MiPipeline environment and 

future work will concentrate on broadening the array of 

modules that are available on MiPipeline. Moreover, several 

improvements are planned for the information visualization 

framework to make it more generic and intuitive by 

incorporating other information visualization and mining tools 

to ease understanding and interpretation of underlying data 

trends and results.  
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